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We study network traffic dynamics in a two-dimensional communication network with regular nodes and
hubs. If the network experiences heavy message traffic, congestion occurs due to the finite capacity of the
nodes. We discuss strategies to manipulate hub capacity and hub connections to relieve congestion and define
a coefficient of betweenness centralitysCBCd, a direct measure of network traffic, which is useful for identi-
fying hubs that are most likely to cause congestion. The addition of assortative connections to hubs of high
CBC relieves congestion very efficiently.
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The study of congestion in network dynamics is a topic of
recent interest and practical importancef1–3g. Telephone
networks, traffic networks, and computer networks all expe-
rience serious delays in the transfer of information due to
congestion problemsf4g. Network congestion occurs when
too many hosts simultaneously try to send too much data
through a network. Various factors such as capacity, band-
width, and network topology play an important role in con-
tributing to traffic congestion. Optimal structures for com-
munication networks have been the focus of recent studies
f5g. However, there have not been many attempts to improve
the performance of communication networks by making
small modifications to existing networks. It has been estab-
lished that the manipulation of node capacity and network
capacity can effect drastic improvement in the performance
and efficiency of load-bearing networksf6g. Protocols that
can efficiently manipulate these factors to relieve congestion
at high traffic densities in communication networks can be of
practical importance. In this paper, we study the problem of
congestion in a two-dimensionals2Dd communication net-
work of hubs and nodes with a large number of messages
traveling on the network, and discuss efficient methods by
which traffic congestion can be reduced by minimal manipu-
lation of the hub capacities and connections. We set up a
coefficient of betweenness centralitysCBCd, which is a di-
rect measure of message trafficf7g, and conclude that the
addition of assortative connections to the hubs of the highest
CBC is the most effective way to relieve congestion prob-
lems.

We study traffic congestion for a model network with
local clustering f8g. This network consists of a two-
dimensional lattice with two types of nodes, ordinary nodes
and hubsssee Fig. 1d. Each ordinary node is connected to its
nearest neighbors, whereas the hubs are connected to all
nodes within a given area of influence defined as a square of
side 2k centered around the hubf9g. The hubs are randomly
distributed on the lattice such that no two hubs are separated
by less than a minimum distance,dmin. Constituent nodes in

the overlap areas of hubs acquire connections to all the hubs
whose influence areas overlap. Communication networks
based on two-dimensional lattices have been considered ear-
lier in the context of search algorithmsf10g, as well as in the
context of traffic on lattices with hosts and routers
f1,2,11,12g. It has been established that despite the regular
geometry, traffic on such networks reproduces the character-
istics of realistic Internet trafficf2g.

We simulate message traffic on this system. Any node can
function as a source or target node for a message and can
also be a temporary message holder or router. The metric
distance between any pair of sourcesis, jsd and targetsit , jtd
nodes on the network is defined to be the Manhattan distance
Dst= uis− it u+ u js− jt u. The traffic flow on the network is gov-
erned by the following rules:

Creation. A given numberNm of source and target pairs
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FIG. 1. A 2D lattice with regular nodes with four edges con-
nected to all nearest neighborssas explicitly shown for nodeXd and
hubssfilled circlesd connected to all constituent nodes within their
influence areassee the hubHd. One way assortative connections
between hubssfilled circlesd are also shown. Two-way connections
can be visualized by making each arrow bidirectional. Thedashed
arrows represent the case when the assortative linkage is between
any two of the top five hubsslabeledA-Ed, while thesolid arrows
show the case when the other end point is selected randomly from
the rest of the hubs.

PHYSICAL REVIEW E 71, 055103sRd s2005d

RAPID COMMUNICATIONS

1539-3755/2005/71s5d/055103s4d/$23.00 ©2005 The American Physical Society055103-1



separated by a fixed distanceDst are randomly selected on
the lattice. All source nodes start sending messages to the
selected recipient nodes simultaneously; however, each node
can act as a source for only one message during a given run.
The number of source and target pairs of a given separation
Dst are limited by the lattice size. A phase transition between
a congested state and a noncongested state can take place as
a function ofNm andDst. These quantities are chosen to have
values such that congestion can take place on the network,
i.e., at least one message does not reach its target during a
fixed run for all the studied realizations of the network, and
source and target configurations.

Routing. It is easy to see that the shortest paths between
the source and target pairs on the lattice go through hubs.
Hence, it is optimal to route messages through hubs. The
node that contains the message at a given timesthe current
message holderi td tries to send the message towards a tem-
porary target, chosen to be a hub in its vicinity. This hubsthe
temporary targetHTd must be the hub nearesti t, and its dis-
tance from the target must be less than the distance between
i t and the target. Once the temporary target is identified, the
routing proceeds as follows:sid If the i t is an ordinary node,
it sends the message to its nearest neighbor towardsHT. sii d
If the i t is a hub, it forwards the message to one of its con-
stituent nodes that is nearest to the final target.siii d If the
would-be recipient node is occupied, then the message waits
for a unit time step ati t. If the desired node is still occupied
after the waiting time is over,i t selects any unoccupied node
of its remaining neighbors and hands over the message. In
case all the remaining neighbors are occupied, the message
waits ati t until one of them is free.sivd When a constituent
node ofHT, receives the message, it sends the message di-
rectly to the hub. IfHT is occupied, then the message waits at
the constituent node until the hub is free.svd When a hub
designated asHT receives a message, it sends the message to
a peripheral node in the direction of the target, which then
chooses a new hub as the new temporary target and sends a
message in its direction.

During peak traffic, when many messages run, some of
the hubs, which are located such that many paths pass
through them, have to handle more messages than they are
capable of holding simultaneously. Messages tend to jam in
the vicinity of such hubs leading to congestion in the net-
work. Similar phenomena have been observed in many trans-
portation networksf1,4g. It is therefore important to devise
strategies that are capable of relieving the congestion in the
network.

If the hub capacity is crucial in the prevention of conges-
tion, can it be enhanced to relieve congestion? If so, which
are the hubs whose capacities should be augmented? Can
decongestion be achieved in the network without majorsand
expensived additions of capacity? We test out these ideas in
the current study.

It is useful to define a quantity, the coefficient of between-
ness centralitysCBCd f4,7g, to be the ratio of the number of
messagesNk that pass through a given hubk to the total
number of messages that run simultaneously, i.e., CBC is
Nk/N. It is clear that this quantity is a direct measure of
network traffic. Hubs of high CBC clearly function as poten-
tial congestion points in the network. A systematic augmen-

tation of capacity at these hubs may be useful in relieving the
congestion in the network. The behavior of many communi-
cation networks in real life indicates that a few hubs may be
responsible for the worst cases of congestion, and the signifi-
cant addition of capacity at these hubs alone may go a long
way towards relieving network congestion. Again, if typical
separations between source and target are high, the central
region of the lattice is likely to contain hubs of high CBC. It
may thus be useful to augment the capacity of hubs in the
central region. We compare three distinct ways of capacity
enhancement which utilise the above ideas.

In the first methodsCBC1d, hub capacities are enhanced in
proportion to their CBC values. The new capacity of any hub
is assigned by multiplying its CBC with a maximum capacity
factor k sk=2 for our simulationsd with fractional values set
to their nearest integer number. If this assignment gives zero
hub capacity to some hub, its previous capacity is restored.
While this method enhances the capacity of many hubs, each
hub capacity is enhanced by a very small amount. The sec-
ond way of enhancing hub capacitysCBC2d, viz. the signifi-
cant addition of hub capacity at a few crucial hubs, is based
on the selection ofh top-ranking hubs ranked according to
CBC. Our simulations useh=5 andk=5. Lastly, using the
idea that the central regionsCRd of the lattice is likely to
contain hubs that tend to congest, the capacity of the hubs in
this region is enhanced. Here, since the hubs are identified by
their geographic location, calculations of the CBC can be
avoided.

We compare the performance of the enhancement meth-
ods outlined above for a network ofs100Ã100d nodes with
overlap parameterdmin=1 for hub densities up to 4.0%. The
total number of messagesNm=2000 and Dst=142. The
length of the run is fixed at 4Dst. The average fraction of
messages that reach their destination and the average travel
time of the messages that reach are measures of the effi-
ciency of the network and are calculated over 1000 configu-
rations.

Column 2 of Table I lists the fraction of messages that
reach their destination for the hub densities in column 1.
Here, each hub and each node has unit capacity and thus can
only hold a single message at a given time. A second mes-
sage that arrives at the given hub at the same time has to wait
in queue until the hub is cleared. The fraction of successful

TABLE I. This table showsF the fraction of messages delivered
during a run as a function of the hub densityD. The second column
showsF for the baseline viz. the lattice with hubs of unit capacity
and the remaining columns show the fraction of messages delivered
for the capacity enhancement methods CBC1, CBC2, and CR meth-
ods as described in the text.

D FBase FCBC1
FCBC2

FCR

0.10 0.06225 0.080 96 0.18260 0.075 10

0.50 0.17441 0.207 44 0.27144 0.268 75

1.00 0.30815 0.348 46 0.39229 0.489 16

2.00 0.51809 0.569 74 0.60946 0.792 87

3.00 0.686 11 0.746 25 0.77793 0.925 96

4.00 0.817 86 0.866 92 0.89181 0.973 95
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transmissions goes up while the average travel time,Tavg,
decreases, as the hub density increases. This is due to the fact
that, as the hub density goes up, the number of short paths
between given sources and targets increases, and the number
of messages that can reach their target within the given run
goes up because of the existence of more alternate pathways.

Columns 3 and 4 of Table I list the results of the first two
methods of capacity enhancement, viz. CBC1 and CBC2 with
the top five hubs enhanced. It is clear that both the enhance-
ment methods clear the congestion more efficiently than the
base-line data, both in terms of travel times and the number
of messages that reach the destination. The CBC2 method
performs better than the CBC1 method. Column 5 of Table I
lists the results of the enhancement of capacity of the hubs in
the central region of the latticesof size 49Ã49 noded to the
value k=2 sthe CR methodd. The decrease in congestion is
not significant below the hub density of 0.5%. However, at
the hub densities between 1.0% and 2.5% the decrease is
substantially higher than that observed in the other methods,
as a large number of hubs now get their capacities enhanced.
At yet higher hub densities, the performance of the CR
method saturates even though it does better than CBC1 and
CBC2. Unfortunately, this is a high cost method, as a huge
number of hubs need to be enhanced to get this performance
at high densities. In contrast, the CBC2 method, which only
enhances five hubs, performs better at low densities. Note,
however, that on an average, the CBC2 method only effects a
10% improvement over the base line in terms of the number
of messages delivered successfully to the target.

Earlier studies on branching hierarchical networks indi-
cate that the manipulation of capacity and connectivity to-
gether can lead to major improvements in the performance
and efficiency of the networkf6g. In addition, studies of the
present networkf8g indicate that the introduction of a small
number of assortative connection per hub has a drastic effect
on the travel times of messages. It is therefore interesting to
investigate whether introducing connections between hubs of
high CBC has any effect on relieving congestion.

The connections can be introduced in a variety of ways.
Two possible wayssboth shown in Fig. 1 are:sid One-way as
well as two-way connections can be introduced between the
top five hubssi.e., the five hubs with the highest values of
CBCd. sii d Assortative connections are introduced between
each the top five hubs and any one of the remaining hubs
sexcluding the top fived randomly. These can be one way or
two way. The capacity of the top five hubs is enhanced to

five, so that these schemes are variants of the CBC2 scheme.
We note that more than one hub per connection is possible
for each one of the two cases.

Table II shows the results of adding assortative connec-
tions. At the lowest hub densitys0.1%d the total fraction of
messages delivered increases from 6% to 41% as soon as
one-way assortative connections are introduced between the
top five hubsssee columns labeled base line and CBC2ad.
This increases marginally if one way connections are intro-
duced between the top five hubs and randomly chosen hubs
from the remaining hubssCBC2bd. However, the introduction
of two-way connections between the top five increases the
number of messages delivered from 6%sbase lined to 66%
sCBC2cd. Setting up two-way connections between the top
five hubs and randomly chosen other hubs increased the
number of messages, which were successfully delivered to
75% sCBC2dd. At higher hub densities, there was not much
difference between the delivery efficiency of different types
of assortative connections, but every type of assortative con-
nection performed significantly better than the base line. In
fact, a comparison of the data sets of Table I and Table II
shows that, at any arbitrary hub density, every one of the
assortative strategies performs better than all previous strat-
egies that enhance capacity alone. Thus, it is clear that the
addition of assortative connections is a very efficient way of
relieving congestion.

The comparison of average travel times for the messages
that are successfully delivered is also interesting. The capac-
ity enhancement methods discussed earlier show hardly any
change in the travel times of messages, which are success-
fully delivered over the average travel times for the base line.
On the other hand, the introduction of assortative connec-
tions cuts travel times by about 20%. Two way assortative
connections between the top five hubs and randomly chosen
other hubs perform best in terms of travel times. The behav-
ior of travel times as a function of hub density is plotted in
Fig. 2 for the case where the top five hubs have a single extra
connection with randomly chosen hubs other than these five,
for the baseline and the CBC2 cases. The plots for the base-
line as well as the CBC2 cases can be fitted by a stretched
exponential functionf1sxd=A1exps−c1x

a1dsxd−b1 where A1

=220, c1=0.25, a1=0.77, andb1=0.083. The travel times
for the case of assortative connections show rather different
behavior. At low hub densities the travel times fall off lin-
early and can be fitted by the functiongsxd=−mx+C where
m=59 andC=195. At high hub densities a good fit can be

TABLE II. This table showsF the fraction of messages delivered during a run as a function of the hub
densityD. The second column showsF for the baseline viz. the lattice with hubs of unit capacity and the
remaining columns show the fraction of messages delivered for the assortative strategies described in the text.

D FBase FCBC2a
FCBC2b

FCBC2c
FCBC2d

0.10 0.062 25 0.415 83 0.41220 0.66554 0.75690

0.50 0.17441 0.46484 0.47420 0.58882 0.70206

1.00 0.30815 0.63798 0.64728 0.72041 0.81193

2.00 0.51809 0.84177 0.85024 0.88792 0.92364

3.00 0.68611 0.94249 0.94678 0.95901 0.96914

4.00 0.81786 0.980 33 0.981 73 0.98536 0.98860
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obtained by the functionf2sxd=A2exps−c2x
a2dsxd−b2, where

A2=155, c2=0.21, a2=0.85, andb2=0.08. We note that a
stretched exponential falloff has been observed earlier for the
base linef8g. However, the crossover to power-law behavior
seen for the case of assortative connections in Ref.f8g is not
seen here, as the total number of assortative connections
added here is much smaller. Instead, we have a linear falloff
up to hub densities of 1%–1.5 %, and stretched exponential
behavior thereafterf13g.

The quantityNstd, the total number of messages running
in the system at a given timet, is also a useful quantifier of
the efficiency of the system in delivering messages, as the
number of messages decreases as they are delivered to the
desired target. We plot this quantity in Fig. 3sad slow hub
densitiesd and Fig. 3sbd shigh hub densitiesd for the four
cases defined above. It is clear that the addition of two-way
connections from the top five hubssafter capacity augmen-
tationd to randomly chosen hubs from the remaining hubs
relieves the congestion extremely rapidly in comparison to
the base line at both low and high hub densities.

To summarize, the addition of assortative connections to
hubs of high betweenness centrality is an extremely efficient

way of relieving congestion in a network. While the augmen-
tation of capacity at such hubs also contributes towards de-
congestion, it does not work as efficiently as the addition of
assortative connections. Efficient decongestion can be
achieved by the addition of extra connection to a very small
number of hubs of high betweenness centrality. Deconges-
tion is achieved most rapidly when two-way connections are
added from the hubs of high betweenness centrality to other
randomly chosen hubs. However, other ways of adding as-
sortative connections, such as one-way connections, or one-
way and two-way connections between the hubs of high
CBC also work reasonably well. We note that this method is
a low cost method, as very few extra connections are added
to as few as five hubs. The data indicate that a large augmen-
tation of capacity would be required to achieve similar levels
of decongestion by the addition of capacity alone. The meth-
ods used here are general and can be carried over to other
types of networks as well. We therefore hope our methods
will find useful applications in realistic situations.
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FIG. 2. The figure shows average travel times for 2000 mes-
sages as functions of hub density. The base-line behavior is indi-
cated byasterisks, that on the CBC2 lattice bycrosses, the CBC2d

lattices bypluses. The fitted lines are described in the text.

FIG. 3. Plot of Nstd, the number of messages running on the
lattice as a function oft at sad low hub densitys50 hubsd, sbd high
hub densitys400 hubsd. The curve labeled “1” shows the behavior
on the lattice with assortative connections, the curve labeled “2”
shows that of the lattice with enhanced capacitysCBC2d, and that
labeled “3” shows the behavior of the base line.
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